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This note considers the reputation phenomenon in the context of the Chain-Store Paradox.
Two major aspects of the perfect information assumption are relaxed: potential entrants do
not know the ordering in which they have to make their entry decisions and they do not
have full knowledge of the past history of the market. It is shown that, without introducing
private information or changing the nature of the conflict, there exist sequential equilibria of
the game with imperfect information in which the monopolist is willing to build reputation.
Journal of Economic Literatur€lassification Numbers: C72, D82, L13.© 1996 Academic
Press, Inc.

1. INTRODUCTION

The main purpose of this note is to present several examples illustrating t
difficulty of modeling reputation in a game-theoretic context. It is easy to thinl
of economic situations in which reputation (in its everyday meaning) may pla
animportantrole in explaining rational behavior: somebody,Nris willing to
incur losses today to influence the future actions of somebody else by changi
his beliefs about MiM's future actions. However, it has proven difficult to model
such phenomena in finite horizon models.

This is by no means a new problem in economics. One of the best know
examples in which one would think that reputation could emerge at equilibrium
the Chain-Store Paradox: A monopoli#d) faces a set of potential competitors
(Es, ..., E) deciding sequentially whether or not to enter the market. If
potential entran€, decides to stay outO) he receives a payoff of zero and
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(d,-1) (b,c)

FIGURE 1

M receives a payoff od > 0. If E, decides to ente¢l ), payoffs depend on
M’s response; iM fights the entrantF), E, and M received < 0 and—1,
respectively; ifM acquiescesA), E, andM receiveb > 0 and—1 < ¢ < a,
respectively (see Fig. 1).

Moreover, the description of the conflict and the rationality of all the firms are
supposed to be common knowledge.

As Selten (1978) pointed out, even though it is a Nash equilibrium for every
potential entrant to stay out and for the monopolist to fight each one of them, it i
nota very sensible oAsince the decision of the last potential entrd) to stay
out can be rationalized only if he believes that the monopolist is going to carry
out a non optimal decision in the last period. Hence, in any sensible equilibrium
Et should decide to enter (independently of what happened previousiyand
should playA. Knowing this, the potential entrafitr _; has to decide to enter,
since his action and the answer Mdf at periodT — 1 will not have any effect
on the last period decisions and therefore, using a similar argument to that fc
E+, he also knows that his decision to enter the market has to be answered wi
A. This argument can be carried out for all potential entrants, implying that the
unique sensible (or subgame-perfect) equilibrium is the one in which all potentia
entrants decide to enter and the monopolist never fights. This example has be
called the Chain-Store Paradox precisely because, even though it seems intuiti

1 ltis not a subgame-perfect equilibrium. See Selten (1975) and (1978).
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that the monopolist can deter entrants by being prepared to build a reputati
for fighting, this does not survive the perfectness criterion.

Although the argument above ruling out any reputation equilibrium ¢al-
tuple of strategies such that there is at least one period in which the monopol
is willing to respond to an entry by fighting) seems robust to alternative spe
ifications of the game (at least as long as the number of potential entrants
kept finite), Kreps and Wilson (1982a) and Milgrom and Roberts (1982) showe
in related papers that this is not so. They argue, and | think in a sensible we
that the complete information assumption in the Chain-Store Paradox is more
modeling artifact than a good representation of real situations. It is easy to thil
that potential entrants are in fact uncertain about the monopolist’s payoffs. Pal
phrasing Kreps and Wilson (1982a), suppose that for whatever reason, poten
entrants assess some positive probabdlithat the monopolist’s payoffs after
an “in” decision by the entrant are not as in Fig. 1 (weak monopolist), but rathe
they are—1 if the monopolist's answer i, or 0 if the monopolist’s answer IS,
reflecting a short-term benefit from a fighting response. In the latter case we s
that the monopolist is strong. Using Harsanyi’'s (1967-1968) way of transforn
ing a game of incomplete information into a game of imperfect information, the
show that for all values db € (0, 1) andé € (0O, 1) there is a sequential equi-
librium (see Kreps and Wilson, 1982b) in which the strong monopolist alway
fights and the weak monopolist fights with positive probability at early stage
of the game, i.e., the weak monopolist acquiesces in only a limited number
final periods. Therefore, even though the information may be almost complet
i.e.,d may be very small, the reputation effect comes alive. Moreover, they als
show that in generab(# b" for0 < b < 1 and 1< n < T) the equilibrium is
unique if one restricts the beliefs of the entrants to satisfy a natural and intuiti\
restriction?

One might be tempted to conclude that the existence of the slightest uncertai
about payoffs allows us to explain reputation as an equilibrium phenomenc
and therefore that this resolves the paradox. Nevertheless, as Kreps and Wil
themselves suspected, “By cleverly choosing the nature of that small uncertair
(precisely—its support), one can get out of a game-theoretic analysis whate
one wishes? Furthermore, one might have some doubts about considering tf
game of incomplete information as a game somehow “close” to the original gan
even for small amounts of uncertaing/glose to zero).

Here | would like to argue that there are other basic features of the perfe
information assumption in the model of the Chain-Store Paradox which preclu

2 The beliefs of the entrants are called plausible if given two histéri@sdh; of play up to stage
t, if the monopolist was more aggressive in histbyythan in historyh, that is, if some plays of in
ht becomeA plays inh;, then the revised probability that the monopolist is strong dft@an not be
smaller than afteh;.

3 See Fudenberg and Maskin (1986) for a related statement and proof of these suspicions.
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(by the backwards induction argument) sensible reputation equilibria and, fur
thermore, that these features may not be a good representation of real situatio
I am thinking of two interrelated aspects of the perfect-information assumption
The first aspect is that before making his decision, a potential errant > 1)

is assumed to have full knowledge of the history of the game up to period;

in particular, he is assumed to be able to observe that, for instance, eftrant
has decided to stay out of the market. The second aspect is that not only do tl
potential entrants know how many firms are considering the possibility of enter
ing the market, but also the order in which they will make their decisions. Let
us suppose for a moment that potential entrants are uncertain about the orderi
in which they have to make the “enter” or “out” decision and moreover, they
are unable to observe the others’ “out” decisions. Then, when a potential entra
is considering his decision after observing that so far no firm has entered th
market, he may still be unsure whether he is the first one considering the poss
bility of entering or perhaps he is the last one but everybody else has decided
stay out. | think that this description of the game, with imperfect—rather than
incomplete—information prior to the entry decision may represent more accu
rately the context of real situations. This approach requires neither incomplet
information nor changing the structure of the game in a radical way. Moreover
there is something unnatural about assuming that agents can distinguish betwe
those firms that have not yet decided whether to enter the market or not and tho
that havealreadydecidednot to enter.

Notice that, to achieve uncertainty in the environment, these two aspects mu
be present together, because uncertainty on the ordering but full knowledge
the past history would generate a situation in which every potential erirant
knows with probability one that he is in fact th#h potential entrant. In other
words, if the potential entrant knows the full histdny he can infer, by just
looking the length oh, sayt — 1, that he is théth potential entrant. Then the
backwards induction argument made at the beginning of this section would stil
apply, upsetting any possibility of observing reputation at equilibrium. Also,
Appendix B in Milgrom and Roberts (1982) shows an example illustrating their
claim regarding the role of lack of common knowledge in generating predation
They say that “as soon as the complete information assumption on the game
relaxed, so that the common knowledge condition no longer obtains, the logi
of the backward induction breaks down.”

In this note, | want to investigate whether these imperfect information modifi-
cations of the Chain-Store Paradox (potential entrants do not know the orderin
in which they have to make the entry decision and they do not have full knowl-
edge of the past history of the market) may explain the reputation phenomenc
as a sequential equilibrium outcome. Before moving on, a word of caution ic
in order: perhaps unsurprisingly, | have not found a clear and sharp answer 1
the problem. Rather, as the work of Kreps and Wilson, Milgrom and Roberts
and Fudenberg and Maskin may suggest, it seems the existence of reputati
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equilibria is very sensitive to different specifications of the game. In particulal
here, given the uncertainty on the ordering of play, the quality of the informatio
about the history of the market held by potential entrants prior to their decisior
appears to be a determinant of whether or not there exists a sequential equi
rium with reputation. This is because the information plays a double role; it ma
be seen by the monopolist as a way to build up his reputation, but at the sal
time, it may also be used by a potential entrant to compute posterior probabiliti
of where he is in the ordering.

Since the main goal of this note is to investigate the role of the perfect ir
formation assumptions in preventing the existence of sequential equilibria wi
reputation, the multiplicity issue is not analyzed; | restrict myself to the partic
ular class of sequential equilibria in which consistent beliefs possesses a gc¢
deal of symmetry and behavioral strategies are always in pure actions. Ho
ever, in contrast with Kreps and Wilson’s work, when reputation equilibria ar
found, they are never unique since the constant strategy “enter” for every p
tential entrant and the constant strategy “acquiescence” for the monopolist (t
unigue subgame-perfect equilibrium of the perfect information game) are alwa
an equilibrium. Since the unique rational justification of a fight is the possibls
effect that it may have on future potential entrants’ decisions, if nobody pay
attention to what has happened in the past (i.e., reputation has no role) the ge
becomes a sequence of independent games whose overall equilibrium is nott
else that the sequence of unique equilibria of every independent game. | do |
see this as a negative result; rather, any model pretending to explain the re|
tation phenomenon as it is understood hevei¢ willing to incur losses today,
because in doing so, he may influence potential entrants’ actions) would have
allow for nonreputation behavior to be an equilibrium of the model.

In the next section, various models are described, and results are preser
for different examples. Section 3 contains general comments and conclusiol
An Appendix at the end of the paper contains complete proofs, or their mo
important arguments, of some of the results that are more illustrative in terms
the techniques that one needs to use.

2. EXAMPLES AND RESULTS

In this section | analyze different versions of the Chain-Store game. Befol
doing so we need a bit of notation.

The seNUM represents the set of players whistés the monopolistantl =
{1,2,..., T}isthe set of potential entrants € N will denote a typical element
of N). Let H; be the setof all possible histories of play up to petigil< t < T—
1),i.e.,h; € H; is a sequence afdifferent elementsh, = {h{}!_,), where each

element? is drawn from the sef(On)nen» (Fn)nen, (An)nen}, whereh? = O,
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means that at period (1 < t < t) the potential entram decided to stay out,

hf = F, (resp.A,) means than decided to enter and the monopolist answered
with fighting (resp. acquiescing). As a convention,ldgt= @. | also assume that
each entrant plays just once, that is, for ahyw € {O, F, A}, anyn € N, and
anyv andr suchthatl<v <t <t <T: h = Z, = hf # W,. Therefore,

the set of all possible histories before a potential entrant decides whether to ent
or to stay out is

H=Ul H_1.

Givenh, € H; andh, € H, (t > ) we say thah, includesh, (represented by
h D h;)ifhy =h!,v1<v <r7.Givenhe H,letHlh={h" e H: h" O h}.

The first important modification of the Chain-Store Paradox is that potentia
entrants do not know the order in which they have to make their decisions
Assume that a prior distributiop on the set of all possible orderings Mf(i.e.,
with T! points in its support) is given and it is common knowledge. From it, it
is possible to compute the probability that potential entraatN has to make
his decision at periotl (1 <t < T) which will be denoted byp(n, t). | will
first consider the situation in which ateryperiod, one and only one of the
potential entrants will decide on eitheror O. Therefore, it is easily seen that
forevery 1<t < T andrespectively, everye N, p(-, t) andp(n, -) are indeed
probability distributions, i.e.,

T
p(n,t) =1foreveryl<t<T
n=1

and

T
Z p(n,t) =1 for everyn € N.

t=1

Let us assume that the prior is such that for everytL < T and everyn € N,
p(n,t) > 0.

Before defining behavioral strategies in the game, notice that from the poin
of view a potential entrant, knowing the full history of the game would tell him
where he is in the ordering. Therefore in order not to remove all the uncertaint
at this point, assume that there is a functibonH — X, whereX is a given
set of signals. Thenf generates a partition oH as follows:h, " € H be-
long to the same set of the partition iff(h) = f (h’). Prior to his decision a
potential entrant only knows € X (which is equivalent to knowing the set
{h € H: f(h) = x}); hence, from the potential entrant’s point of view, the set of
periods at which he may be making his decision is denotedkhy (i.e., a subset
of {1, 2,..., T}). Toillustrate this, suppose there are only two possible signals,
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x andx’, depending, respectively, on whether or not the monopolist has faile
to fight; thus,f maps any history in which the monopolist has never acquiesce
into x and any history in which the monopolist has acquiesced at least once in
x’ (the partition ofH possesses only two elements). Thdp,= {1,2,..., T}
andU, = {2,3,..., T}. Now, in general, a strategy for € N is a function

rh: X = {I, O}. Givenr, forevery 1< n < T, denote = (ry,...,rr). Given
heH letN(h) ={neN:Vl<rt<th #£W,foranyW e {O,F, A}}

be the subset of potential entrants who have not yet decided. A strategy for
monopolistis a functios such that, forevery@& t < T,h € H¢,andn € N(h),
s(h, n) € {A, F} specifies the monopolist’s action at peried1 after observing

a historyh and the potential entramtentering at + 1.* Then, given(s,r), a
potential entranh € N may usex € X, p(n, -) and Bayes Rule to compute
(when possible) the posterior probabilipgn, t | x) that he is theth potential
entrant in the market.

Through this note | am going to use sequential equilibrium as the solutio
conceptbecause it captures the idea of Selten’s perfectness criterioninthe con
of imperfectinformation and, moreover, it has been the equilibrium concept use
in the attempts to solve the paradox of the Chain Store by looking at it as a gar
of incomplete information (see Kreps and Wilson, 1982a; Milgrom and Robert:
1982). In our context, givefi: H — X andp, a sequential equilibrium consists
ofaT + 1-tuple(s,r) and a set of belief8 = (B, ..., Br, By) (for every
player and for each of his information sets, a probability distribution (“belief”)
on the set of nodes belonging to the information set) such that:

(i) for every player, and at each of his information sets, the moves prescrib
by his strategy are optimal (given his beliefs) for the remainder of the gan
against everybody else’s future moves according to their strategies and,

(ii) there exists a sequence of completely mixed strategies convergiag o
such that the generated sequence of conditional probability distributions ov
the nodes at each information set converges to the set of bBliefs

The rest of the section is devoted to showing through examples that the ex
tence of sequential equilibria with reputation is very sensitive to changes in tt
information structuref: H — X.

The first three examples consider an information structure in which there exis
a sequential equilibrium with the property that the monopolist is willing to build
reputation.

ExampPLE 1. Suppose potential entrants know before their entering decisio
one and only one of the following three different things: (a) nobody has decide

4 Here it is assumed that the monopolist knows the full history of the game. In Example 2 and at
end of Examples 3 and 5 this assumption is relaxed.

5 Kreps and Wilson (1982b) give a formal definition of it as well as its existence and relation witl
Selten’s “trembling-hand” perfection. Condition (i) says tkeatr) is sequentially rational given the
set of beliefsB, and condition (ii) says that givess, r) the set of belief8 are consistent.
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to enter ye{ O); (b) at least one agent decided to enter and facedl @@sponse
(A); and (c) everybody who decided to enter was faced witR a@sponseF).
Thatis,X = {O, A, F}andf: H — X, where,

O ifheHporhe Hissuchthavl <t <t hf = O,
for somen € N
F(hy = A ifhe HyissuchthaBl < 7 <t such thaty = A,
for somen € N
Fifhe Hissuchthavl <t <t hi € {(Ounen, (Funen)
and3r such thahf = F, for somen € N.

In this case, if the monopolist has a reputation for being st(Gr)gand he plays
A just once, his reputation thereafter is a weak oAg i.e., A is an absorbing
state and the only way to maintakhis to fight all the entrants.

Consider now the following strategi€s, r):

and
F if he Ht,~wr~1eret <T-1and
sth, n) = f(h € {0, F} vn e N(h).6

A if eitherh € H;, wheret < T -1
andf(h)= A, orhe Hr_;

ResuLT1.1. Suppose thatl+ a > 2c and p is such that for everya N,

T-1 T-1

Z p(n, t)d+pn, T)b <0 and Z(t—l) p(n, t)d+(T—1)p(n, T)b < 0.

t=1 t=2

)]
Then there exists a set of beliefs B such the r), B) is a sequential equilib-
rium.

Intuitively, condition (1) is sufficient for sequential rationality of potential
entrants givelds, r ) and the belief8. In particular, the first term of the condition
ensures that an entrant that obser@aill prefer to stay out, and the second
term ensures that an entrant that observedill prefer to stay out. The weights
(t —21) and(T — 1) come from the numerator of the Bayesian updating gBen
For instance, il = —1 andb = 1, then anyp close “enough” to the uniform
distribution satisfies condition (1). The conditierl + a > 2c is sufficient for

6 Notice that the monopolist is able to observe the potential entrants staying out of the market. I
Example 2 this assumption will be removed.
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sequential rationality of the monopolist givés) r) and the belief8. One set
of beliefs B that may do the job are the ones obtained (applying Bayes Rule
from a sequence of completely mixed strategies convergitg t9 in which the
probability of mistake in every point of the sequence is the same for all player
Unless otherwise noted, these are going to be the class of beliefs conside
hereafter.

To describe an equilibrium play, givés, r ), definea; (s, r) as the actual action
of the potential entramt at perioct according ta, and the monopolist’s planned
action, contingent on entry, accordinggoln this case, the equilibrium strate-
gies(s, r) generate the following sequence of actigags, r)}thl: a(s,r) =
(O,F),V1l <t < T andar(s,r) = (O, A). Even though the monopolist is
willing to fight all the entrants but the last one, he never has to do it since &
potential entrants decide to stay out of the market.

ExXAMPLE 2. Suppose now that in fact the monopolist can observe only po
tential entrants deciding to enter, not the ones deciding to stay out. To descri
this information structure, considére H; and defineM(h) = {n € N: V1 <
T < t,hf # W, foranyW € {F, A}} to be the set of potential entrants who
have not yet entered (either because they have already decided to stay ou
because they are going to consider their decision later on). Now consider t
following partition of the history spacd . SinceM cannot distinguish between,
say, history(Fs, F1, O,) and history(Fs, O,, O4, F1), but knows which player
is facing now, letZ (with typical element) be the set consisting of eith€¥
(nobody got in yet) or all sequencesfefs and A,’s (with different subindexes)
of any length between 1 affd— 1 (for instanceF, F, means that so far potential
entrantsn andm have decided to enter and both faced a fight as monopolist’
response). Defing = Z x N and let the signal-generating functignH — Y
be such that

() gtho) = (zm =z=0,and
(i) Vh e H, g(h) = (z,n) = if z=£ O thenn € M(h),

where forh € H, g(h) = (z, n) means that the monopolist knowsabouth
and that, right now, the potential entranhas decided to enter. In this case a
monopolist’s strategy is a functiegn Y — {F, A}. AssumeTl = 5 and consider
the following strategies:

O ifxe{O,F)

> v i '
| i — A n € N (as in the previous example)

I'n(X) = {

and

A if y=(z, m)iss.t. eitherzis a sequence off’s or there is

S(y) = at least onél,
F otherwise.
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RESULT2.1. Suppose that & 6¢ + 5, and p is the uniform distributian
Then there exists a set of beliefs B such tti&tr), B) is a sequential equilib-
rium.

The equilibrium play is(5,r) = (O, F) forevery 1<t < 5.

The next example shows that to get reputation in equilibrium with the infor-
mation structuref: H — X of Examples 1 and 2, it is not crucial that the prior
distribution be close to the uniform ofi@nd moreover that equilibrium play of
a reputation equilibrium might imply, at least with positive probability, that the
monopolist has to fight some potential entrant who decided to enter.

ExAamMPLE 3. A game in which player will probably be the last.

Consider the information structure H — X of Example 1. Suppose that
T = 5 and thatp is such that there exists= N such that for every, k,I,n #i,
p(jkini) = 6/240 andp(ijlkn) = p(jikin) = p(jkiln) = p(jklin) = 1/240.
Therefore,p(i, 5) = 72/120, andp(i, t) = 12/120 for every 1< t < 5; for
everynin N,n £ i, p(n, 5 = 12/120andp(n, t) = 27/120foreveryl<t <5
(i.e., itis likely that player will be the last potential entrant).

Now consider the following strategi€s, r):

_|Oo  ifxe{O,F} :
Fn(X)—{I A forn #i,
ri(x) = |1 foreveryx e X,

and,¥(h, n) such than € N(h),

F  if h € H; where eithet < 3andf(h) € {O, F},
ort =3andf(h) € {O, F}and3l < t < 4 s.t. playei
made his decision at periad

A otherwise’

s(h,n) =

That is, playei always enters the market, playee# i enters the market only

if the monopolist has failed to fight, and the monopolist fights if previously he
has never failed to fight and eithlethas length smaller than 3 or if it has length
3 and player has already made his decision.

ReEsuLT3.1. Suppose thadd + 2b < 0, 2d + 3b > 0,)°and7a > 15c + 8.
Then there exists a set of beliefs B such the r), B) is a sequential equilib-
rium.

7 For examplea > 2 and—1 < ¢ < —1/2 satisfy this condition.
8 | am indebted to Bob Rosenthal for raising this question.

9 Notice again that the monopolist is able to observe the full history of the market, in particular the
identity of the player who stays out. This assumption will be removed later in the example.

10 Forinstance, ib = —d (which is in the range of payoffs considered in Kreps and Wilson, 1982a).
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The equilibrium play is now the following probability distribution: with prob-
ability 1/10 each of the four different plays corresponding to the period in whicl
i makes his decision when his turn was- 1,k = 2,k = 3, ork = 4, that is,

(1, F) if t =k
a(s,r)=1(0,F) ift+#kandt <5.
(O,A) ift=5,

and with probability 6/10 the play corresponding to plaiybeing the last:

(O,F) ift=123
a(s,r)=4(0,A ift=4
(I, A ift =5.

To remove the fact that the monopolist is able to know the full history of the
market, letf: H — Y be the same information structure of Example 2 (i.e., the
monopolist cannot discern whether a potential entrant already decided to s
out of the market or has not made his decision yet) and con&dey defined

by

O ifxe{O, F})

- A
| ifx=A nen

rn(x) = {

and

or there is at least on&,

A if y = (z, m) is such that is either a sequence ofA's
S(y) =
F otherwise.

ResuLT 3.2. Suppose that a& 26¢ + 25. Then there exists a set of beliefs
B such that((§, r), B) is a sequential equilibrium

In this case the equilibrium play &(S,r) = (O, F) forevery 1<t < 5.

ExAMPLE 4. Suppose that potential entrants are able to observe the comple
past history of the market except the staying out decisions (see the Introducti
for ajustification of this information structure). Formally, assume fhetisfies:
forevery 1<t < T and everyn € N if hy D h;_; andh; = (h;_4, On), then
f(hy) = f(h;_1). Given this particular information structurfe one might ask,
doesthere existany sequential equilibria with reputation? The next resultanswi
the question in a negative way even for more general information structures
To state it, an additional definition is needed. A histbry ; of lengthT — 1
is called informative iU, ,, = {T}, and recursively, a historly; of length
0 <t < T-—1is called informative if¥n € N(hy), (h;, A,) and (h, Fp)
are informative andJ;n,) = {t + 1,..., T}. That is, h; is informative if f
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reveals that at leastpotential entrants have already made their decisions and
moreover, this property is maintained for the histotiegollowed by entries.
Using a backwards induction argument it is easy to show the following result.

ResuLT4.1. Suppose it < T — 1) is informative then in any sequential
equilibrium

(1) for every ne N, r(f(h)) =1 Yhe H | h,,and

(2) s(h,n) = AVh € H such that fh) = f(h"), whereh € H | h, and
n e N().

[(2) 8(y) = AVy € Y st. Yh € g~(y) is such that fh) = f(h), where
h"e H|h]

COROLLARY. Suppose h = ¢ is informative then there exists only one
sequential equilibrium strategy which ig-s:) = A[S(-) = Al and h,(:) = |
vn e N.

Itis easily seen that, for the information structure that we are interesthgl in,

is informative and hence no reputation equilibria are possible. This is because |
the event of every potential entrant getting in and independently of monopolist”
responses the last potential entrant knows with probability 1 that he is in fac
the last one, thereby producing the unraveling. Notice that the argument is ir
dependent of the prior distribution and of whether or not the monopolist is able
to observe potential entrants staying out of the market. For some histories, tt
information structuref tells potential entrants too much about where they may
be in the ordering after computing the conditional probabilities given the history
and the hypothesized strategies.

So far we have considered only the situation in which sooner or later all player
in N must decide at some &£ t < T whether or not to enter the market. The
next example considers an alternative specification and interpretation of the s
of potential entrants.

ExAMPLE 5. Suppose now thall is seen as the set of firms which for some
reason (technological, product related, and so on) may potentially enter th
market, but perhaps some of them will never even consider the possibility o
doing so. Inthis example, then, the number of firms considering entry is unknowr
In this casep is a probability distribution on the set of all possible orderings
of nonempty subsets d&f; therefore a point on the support pfis an ordering
of a nonempty (not necessarily proper) subseloiGiven p, it is possible to
computep(n, t) (as before, the probability that playeris going to make his
decision at period, but now p(n, -) is no longer a probability distribution on
{1,2,...,THandg for 1 <t < T, whereqg: means the probability thatand
onlyt members ofN will in fact consider the possibility of entering the market.
Consider the information structufe H — X of Example 1 and assume that the
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monopolist is able to observe the past history of the market (later in the examy
this will be relaxed), but does not know how many potential entrants are in fas
considering whether or not to enter the market (as a maximum he knows tt
there arer).

Consider now the following strategi€s, r):

rn(x)={:D :;ii{EF} vYne N
and
F if he Ht,~wr~1eret <T-1and
s(h, n) = f(h € {0, F) vn e N(h).

A if eitherh € H;, wheret < T —1
andf(h) = A, orh e Hy_;

ReEsuLT5.1. Supposethat ==4,a > 3c+ 2,19+ 9b < Oand p is the
uniform distribution Then there exists a set of beliefs B such th@ r), B) is
a sequential equilibrium

The equilibrium play generated lgg, r) is the following probability distribu-
tion: with probabilityg; = 1/16,a;(s, r) = (O, F); with probabilityq, = 3/16,
{a. (s, r)}le, wherea, (s,r) = (O, F) for every 1< 7 < 2; with probability
s = 6/16,{a,(s, r)}le, wherea, (s,r) = (O, F) forevery 1< t < 3; and
with probability g, = 6/16, {a. (s, r)}?_,, wherea,(s,r) = (O, F) for every
1<t <4andas(s,r) = (0, A).

To analyze the situation in which the monopolist does not know nature’s mov
letg: H — Y be the information structure defined in Example 2. Consider th
following strategies:

O ifxe{O,F}

~ vne N
| if x = A €

rn(X) = {

and

of T — 1 F,’s or there is at least onA,

A if y = (z, m) is such that eithez is a sequence
S(y) =
F otherwise.

REsuULT5.2. Suppose that &= 4,a > 6¢c + 5, and p is the uniform distri-
bution Then there exists a set of beliefs B such thé, r), B) is a sequential
equilibrium

The equilibrium play generated l§g, r) is the following probability distribu-
tion: with probabilityq; = 1/16,a,(8,r) = (O, F); with probabilityq, = 3/16,
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{a.(8,1)}2_;, wherea, (8,1r) = (O, F) for every 1< t < 2; with probability
Oz = 6/16,{a,(5,1)}3_,, wherea,(5,r) = (O, F) forevery 1< r < 3; and
with probability g, = 6/16, {a, (5, r)}?_,, wherea,(§,r) = (O, F) for every
1<t <4

3. COMMENTS AND CONCLUSIONS

Before proceeding, it may be useful to briefly summarize what we have learne
through the preceding examples. Examples 1, 2, and 3 have shown that if tf
reputation the monopolist can build upon is of the type “all or nothing” then, in-
dependently of whether or not the monopolist is fully informed about the marke
history, for some parameter configurations (payoffs phithere exist sequential
equilibria with reputation whose equilibrium play may involve actual fighting
(that is, fighting may be a credible threat at equilibrium). In Example 4 it was
shown that if the information structurd ) of the potential entrants is too infor-
mative then, independently of the prior distributiop), there is no sequential
equilibria with reputation; that is, the unique perfect-equilibrium outcome is the
perfect equilibrium of the game with perfect information. Example 5 considerec
the case in which, in addition to the information structure of Examples 1, 2, anc
3, the number of potential entrants was uncertain; it was shown that for some p:
rameter configurations, reputation equilibrium (with symmetric mistakes) doe:
exist.

I would like to emphasize the role that the information structfinglays as
a reputation index for the potential entrants. The amount of informationfthat
carries about determines not only the variety of reputation levels the monopolis
may acquire but also the potential entrants’ perception about the monopolist
willingness to fight. However, as Example 4 shows, this may have a pervers
effect in the sense that a too broad set of possible reputations removes the unc
tainty about the ordering needed to generate reputation at equilibrium. The “a
or nothing” type of information structure in Example 1 does not have this effect
because after any history only one period may be ruled out at most, and thus
leaves enough uncertainty in the environment. Additionally, the comparison o
both types of information suggests that the existence of reputation equilibria i
sensitive to the information structure in a very particular way: when reputatior
is difficult to build up and maintain (and hence, it is easy to lose) reputation
equilibria seem more likely to exist. To corroborate this suggestion, consider th
following alternative information structure.

SupposeX = {O, A, F}, whereO means that nobody decided to entar,
means that everybody who decided to enter was faced with i@sponse, and

F means that at least one potential entrant decided to enter and faded an
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response. Definé: H — X as follows:

O ifheHoorhe Hissuchthavl <t <t hf = O,
for somen € N

F if h € H, is such thaBl < ¢ < t such thah} = F,
forsomen e N

A ifheH issuchthavl <t <t h’ € {(Onnen. (A)nen}
and3r such thah! = A, for somen ¢ N.

f(h) =

That is, if the monopolist has a reputation of being stroRg he never loses

it, i.e., F is an absorbing state. (Notice the overall similarity and the symmetri
role of A andF with respect to the information structure of Example 1). In this
case there is no sequential equilibrium with reputation. The subgame-perfecti
requirement together with the fact that reputation cannot be lost implies th
once the monopolist has a reputation he is not willing to fight any entrant ar
hence, he is unable to avoid entry. Since obtaining reputation is costly, and r
valuable, he never fights.

To conclude this note, the difficulties of modeling reputation as an equilibriun
behavior in a game-theoretical context seem rather deep: reputation is a sul
phenomenon very sensitive to different alternative modeling decisions. | ha
focused onwhat| see asamorerealistic description of which information entrar
have prior to their decisions in the Chain-Store Paradox. Finally, one may still s
the result of the equilibrium analysis of the Chain Store with perfect informatiol
as paradoxical, and therefore one may be led to think that at least part of t
difficulty lies with more fundamental aspects of the modeling, i.e., the concep
of strategy and equilibrium.

APPENDIX

This Appendix contains a detailed and complete proof of Result 1.1, and ma
of the important arguments on the proofs of Results 2.1, 3.1, 5.1, and 5.2. T
proof of Result 3.2 is similar and therefore omitted. The proof of Result 4.1 i
also omitted since it consists of a standard backward induction argument.

ResuLT1.1. Suppose that1+ a > 2c and p is such that for everya N,
T-1 T-1
Z p(n, t)d+pn, T)b <0 and Z(t—l) p(n, t)d+(T—1)p(n, T)b < 0.

t=1 t=2

Then there exists a set of beliefs B such thé r), B) is a sequential equilib-
rium.
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Proof.  Consider the following set of beliefs for the entrafids }nn, Where

A, (s,1))}_,) defined by: for everyj € N and every 1<t < T,

pin,t | O, (s,r)) = p(n, t)
and

(t—1pn,t)
Yt —1pn, 1)

pin,t | F,(s,1) =pn,t|A(sr) =

Notice that, since potential entrants move only once and probabilities ar
computed before they move(n,t | -, (s,r)) could also be read gs(n,t | -,
(s, r_n)). This abuse of language will be used repeatedly in what follows.

To check consistency, first note thatO | (n, t), (s,r)) = 1 and therefore,
by Bayes Rule

PO | (n, 1), (s,1))p(n, t)
S, pO | (n 1), (s 1)pN, 1)

p(n,t | O, (s,1)) = = p(n, t).

Giventhe strategigs, r ), the information sets andA for the entrants have zero
probability. Let{em}men be any sequence converging to zero with the property
that 0< ey, < 1 for everym € N. Define the following sequence of completely
mixed strategies: for evemp > 1

O with probability (1 — en) . ~ =
{I with probability e, } if x € {0, F}
) = for everyn € N,
| with probability (1 — gm) it x — A
O with probability e, -

and
F  with probability (1 — &) if he H, wheret <T -1
A with probabilityep, and f (h) € {O, F}

s(h,n) = if eitherh € H;, where

A with probability (1 — sm)} .
; 0 t<T—-1andf(h) = A,
{F with probability em, orh e Hy_,

for everyn € N(h). Notice that all players have the same probability of mistake
through the sequence. It is easy to check th&iyx_;, — r and{s™};~, — s.
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We can now apply Bayes Rule along the sequence to the informatioR seis

A.Forne Nand2<t < T,

p(F | (n, 1), (S™, r™) p(n, t)

ST, pE [ (0, 1), (™ rm)p(n, 1)
It = Dem(X— &)t 4 o(e2, D] p(n, 1) @)
T YTl — Dem(1— em)* 4 o(e2, )] p(n, )

which converges tqt — 1) p(n, t)/ Z;Z(r — 1 p(n, t) asen tends to zero,
where, in generalo(ek,, t) means a sum of terms multiplied by, power a

number greater thak if t > 2, and zero ift = 2. Those terms come from
histories with more than two mistakes. Similarly,

P(A | (n, 1), (S™, r™)p(n, t)
ST, p(AL(n, 1), (8™, r™)p(, 7)

_ (Al — em) 2 T Ho(ed, D) p(n. )
YA —em) 2P Ho(s, TP, T)

which converges tat — 1)p(n, t)/ Y.1_,(t — 1)p(n, t) asey, tends to zero.
Therefore, the set of belie are consistent.

To check sequential rationality consider any entrart N and suppose first
that the information se© is reached. Then, the expected payoff of entering.
given the strategies of the other players, is

pin,t | F,(s™r™) =

pin,t | A (s",r™)=

T-1
Ex(110,(srn) = Y p(,t]O,(s,1))d+pi, T|O,(s,1)b
t=1
T-1
= p(n, t)d + p(n, T)b. (4)
t=1
The expected payoff of staying out B7(O | O, (s,r_,)) = 0. Therefore,
since expression (4) is, by assumption, strictly negative, it followsExatO |
07 (S7 r_n)) > EJT(I | Ov (Sa r_n))-~
Suppose that the information detis reached. Then
T-1
Ex(l | F.(s.r-0) = > pi,t|F, (s,r_n)d+ pmn, T)b
t=2
_ v t-Dpnt
t=2 Z-rr:z(f —Dpn, 7)
(T=Dpn, T)

ZLZ(r —Dp(n, )

)
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andEx (O | F, (s,r_,)) = 0. Therefore, since expression (5) is, by assumption,
strictly negative, it follows thaEx (O | F, (s,r_n)) > Ex(l | F, (S, r_p)).
Suppose now that the information skts reached. Then

;
Ex(l | A (s.r-n)=»_pt|A (s.r_n)b=b. (6)

t=2

Sinceb > 0 we have that (6) is strictly positive, and thids (I | A (S_p) >
Ex(O | A (s,r_p)) = 0. Therefore, the entrants’ strategies satisfy sequential
rationality.

To check sequential rationality for the monopolist, supposetthat H; is
such that < T — 1, f(h) € {O, F}, andn € N(h) just got in. Remember
that, in this case, the monopolist will avoid future entrants if and only if he
fights and also that, since he knows the period he is at, his information sets a
singletons. Therefore, the expected payoff of following the strasegywenr,
is Ex(s | h,n,r) = -1+ a(T —t — 1), which is greater than or equal to
En(s' | h,n,r), the expected payoff of following any other strategjysince
by assumption-1+a > 2c. If h € H; issuchthat < T — 1, f(h) € Aand
n € N(h) just gotin, it follows thatEx (s | h,n,r) =c¢(T —t — 1) > En(s' |
h, n, r) for any other strategy, since every entrant will enter and it is dominant
for the monopolist to accept every entrant. Finalh i€ Hr_; andn € N(h)
just entered, it follows thaEnx(s | h,n,r) = ¢ > En(s' | h,n,r), because
entrantn is the last one and(h) = Ais dominant. =

ResuLT 2.1. Supposethata 6¢+5,and p is the uniform distributiaThen
there exists a set of beliefs B such th@t r), B) is a sequential equilibrium

Proof. As in the proof of Result 1.1 we can construct a sequence of com:
pletely mixed strategies, witf}, as a uniform mistake, converging @ r).
Consider first a potential entrante {1, 2, ..., 5} at the information se®
(or A). Since, in the limit, the monopolist is going to fight (or to acquiesce) with
probability 1,n should stay out (or enter) independently of the limit beliefs (i.e.,
independently of the probability distribution on the set of nodes that constitute th
information setO (or A)). Suppose that s at the information sef. Notice that
the monopolist’s strategy is anonymous. Therefore, from the point of view of
his information set can be partitioned into four relevant subsets according to ho
many entrants the monopolist has already observed. CallEfefF", FFF",
andF F F F" (for instance F" is the union of the family of nodes of the forfy,
fori # n). For everym € N the probabllltyp(F | (8™, r™) is strictly positive
and, sinceF = F"UFF"U FFF"UFFFF", the conditional distribution on
F has the property that(F" | F, (8™, r™)) converges to 1 as, tends to zero.
Since the monopolist will fight with probability 1, sequential rationality for
follows becaus&x (I | F, (8™, rM)=d <0=Ex(O | F, (8", r™)).
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Consider now the monopolist. His relevant uncertainty, in this case, is on tt
set of periods of tim&{1, 2, 3, 4, 5}).

If z has at least ond\,, to play A is a strictly dominant action, given,
independently of the beliefs about the period he is at.

If z= O, foreveryl<n<5and1l<t <5,pt| O,n, (5 r)) = p(n,t) =
1/5 sincep is uniform. To check sequential rationality for this case, notice tha
the expected payoff of following the strate§ygivenr, is

5 5
Ex(510.n,r)=> p(t|O,n, & r)[-1+5-t)a] = %Z[—l+(5—t)a]
t=1

t=1

and the maximum expected payoff of following any other stratégyiven

, |SZt L p(t | O,n, (5,1))6—t)cif §O,n) = Aor Ex(d | o,n,r)
if §(O,n) = F. However, (1/5) thl[ 1+ (B -tal > (1/5 Zt=1(6 —
t)c, sincea > 6¢ + 5 andc > —1. ThereforeEx(5 | O,n,r) > Ex(§ |
O, n, r) for everyd'. Notice that the beliefsp(t | o,n, (5, r))}le are computed
using the hypothesized strategiésr ). Sequential rationality compares, at every
information set, different strategi€8) for the remainder of the game, but using
the beliefs produced bgg, r).

If zis a sequence of &'s (i # n), thenp(t = 5| K FjFF,n, (5,1) = 1.
Thisimplies thag is sequentially rational sin&z, n) = Ais a strictly dominant
action. A o

If zis a sequence of B;'s, for exampleF; F; Fy, then

em(1—em)®p(ijknl) ;1/120

A. A. - — am m p— —_—
p(FI FJ Fk | t - 45 nv (S 9r )) - p(n’4) m(l ) 1/5

= em(1—em)’(1/29),
and

p(FFF[t=5n,(&"r™)
et (L — em)*[pdijkn) + pGiljkn) 4 p(jlkn) + pGijkin)]
p(n, 5)
441120

R — _
= ep(l—em)? 75 = ¢ m(L — em)*(1/6).

Therefore, by Bayes Rule,

ptt =4| FFF,n, 8™ rm)
_ (1128t (1 — em)3p(n, 4)
— (128eA (1 — em)Bp(n, 4) + (L/6)ed (L — em)*p(n, 5)’
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which converges to 1/5 asg, tends to zero, and

p(t =5 FFF,n 8™ r™)
B (1/6)e4 (1 — em)*p(n, 5)
(1284 (1 — em)3p(n, 4) + (LU6)4 (1 — em)*p(n, 5)’

which convergesto 4/5 ag tends to zero. To check optimality in this information
set, notice that
Ex(§| RiFF.nr) = pt=4|RFFR,N (1)) (-1+a)
+pt=5| RFFon (6 1)(=1).

Substituting the probabilities by the limits 1/5 and 4/5, just obtained, it follows
that

Enx(8| FiFF.n,r)=(1/5(-1+a) + (4/5(-1) = (1/5a - 1.
The maximum payoff following any other strate§ly givenr is
(1/5)2¢ + (4/5)c = (6/5)cif § (Fi FjFy,n) = A,
and
(1/5a — 1if §(FFjF,n) = F.

However, since by assumptien> 6¢c + 5 andc > —1, it follows that(1/5)a —
1 > (6/5)c, implying thatEx (8 | R FiF, n,r) > Ex(8 | FFF,n,r) for
every§.

For the other remaining cases, wheie of the formF, F; or F;, the monopo-
list's beliefs are obtained in a similar way and his sequential rationality follows
from arguments similar to the ones already mada.

ResuLT3.1. Supposetha&@d+2b < 0,2d+3b > 0,and7a > 15c+8.Then
there exists a set of beliefs B such th@ r), B) is a sequential equilibrium

Proof. First, | will find a set of beliefs for the entrants. With it | will check
entrants’ sequential rationality. Therefore, (sfr) be given, and consider the
information setO. For everyn # i,

p(O | (n,1),(sr) =1,

3 p( > 3,(n,2)
O (n,2),(s, = —— =
p(O | (n,2),(s,r)) (. 2)
3!pknijl) + 3!pcknjil) 4+ 3!p(knjli)

p(n, 2)
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6(1/240 + 6(1/240 + 6(3/120

T 27120 :|8’?’ |
PG| (3. 1) = X Zp(i’, g; 3) _ 3-p(kJn;)|()n:i—3?.(k]nl|)

_ 6(1/242;1 283/129 _ 710
.

and
p(O | (n,5), (s,1)) = 0.

Therefore, by Bayes Rul@((n, 1) | O, (s, 1)) = 27/90,p((n, 2) | O, (s,1)) =
24/90, p((n,3) | O, (s,r)) = 21/90, p((n,4) | O,(s,r)) = 18/90, and
p((n,5) | O, (s,r)) = 0. Furthermore,

Ex(l | O, (s,r_n) = (27/90d + (24/90d + (21/90d + (18/90b
= (72d + 18b)/90.

Since the assumptionsl3-2b < O andd < 0 imply 724 +180 < 0 = Ex (O |
O, (s,1-n)), it follows thatr,(O) = O is optimal for everyn # i.

Forn =i, p((i,t) | O,(s,r)) = p(,t) is satisfied for every = t < 5.
Therefore,
Ex(l | O, (s,r)) = (1/10d + (1/10d + (1/10d + (1/120d + (6/10b
= (4d 4+ 6b)/10.

Since the assumptior2-3b > 0 implies 41 +6b > 0 = Ex (O | O, (s,r_))),
it follows thatr; (O) = | is optimal for entrant.
Consider the information sét. For everyn # i

3ipdnkjl)  6(1/240

. 3!p(knjl) + 3!p(kinjl)

F ,3), (S, = = 2/9,
P(F | (n,3),(s,1) o(n.3)

- 3!p(kjnl) + 3!(kijnl) + 3!p(kjinl)

F 74 E) 'y = = 3/97
P(F (.4, (s,1) o(n. 4)

and
3lp(ikjln) + 3!pkijin) + 3!'pkjiln) + 3!'p(kjlin)
p(n, 5)

p(F | (n,5),(s1)) =
= 1.
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Therefore, by Bayes Rule((n, 2) | F, (s,r)) = 1/10,p((n,3) | F, (s,1)) =
2/10,p((n,4) | F, (s,r)) = 3/10, andp((n,5) | F, (s,r)) = 4/10. Thus,

Ex(l | F, (s, r_p) = (1/10d + (2, 10)d + (3/10d + (4/10b = (6d +4b)/10.

Since the assumptiord3-2b < Oimplies @l +4b < 0= Ex (O | F, (s, ),
it follows thatr,(F) = O is optimal for everyn # i.

In the case oh = i, the information sef has zero probability. However,
using completely mixed strategies as in the previous proofs, the conditione
probabilities are

P(F | (,2),™r™) = em(l— em),
P(F | (i,3), (8™ r™) = 2em(1— em)?,
P(F | (i,4), (™ ™) = 3em(Ll—em),

and
P(F 1(,5), ™ r™) = Zem(L — em)* + 65 (1 — em)*.
Therefore, using Bayes Rule,

p((i,2) | F,(s™r™)
__ P(F 1.2, 6™ r™)pd, 2
Y2, p(F 1,1, ™ rm)pd,t)
em(1—em)(1/10
em(1 — em)(1/10) + 2em(1 — £2)(1/10) + 3em(L — em)(1/10)
+[Bem(1 — em)* + £2,(1 — em)®] (6/10)

which converges to 1/24 as, tends to zero. Similarly((i, 3) | F,(s™rm)),
p((i,4 | F, (™ r™), andp((i,5) | F, (s™ r™M)) converge to 2/24, 3/24, and
18/24, respectively. Therefore,

Ex(l | F, (s, 1)) = (1/24d+(2/24d+(3/24d+(18/24b = (6d+180)/24.

Since the assumptionsl2- 3b > 0 andb > O imply 6d + 180 > 0 = Ex (O |
F, (s,r_))), it follows thatr; (F) = | is optimal for entrant.

At the information setA, since the monopolist will accept any entrant, se-
guential rationality states (independently of the beliefs) that all entrants have t
enter. That is, for everg and for any belief,

Ex(l | A (5r_n)=b>0=En(O|A, (5r_p).

Finally, | will obtain monopolist’s beliefs and check his sequential rationality.
Notice that for the monopolist what is crucial now is when playeiill make
his decision, becausg(x) = | for everyx.
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Suppose thah € Hg (f(h) = O) andi is the entrant. ThenEx(s |
(i,1),r) = —1+ 4a and the maximum expected payoff of following any other
strategys’, givenr, is5cif s'(h,i) = A,and—1+4aif s'(h,i) = F. Since the
assumptions& > 15c + 8 andc > —1 imply —1 + 4a > 5c, it follows that
Enx(s| (,1),r) > Ex(s| (i, 1),r)foreverys. Therefores(h, i) = F satisfies
optimality. If i is not the entranti # 1), the relevant conditional probabilities
arep((,2) | (i # 1) = 45/55 = 19, p((,3) | ( # 1) = /55 = 119,
P((i.4) | (i # 1) = /2 = 1/9,andp((i,5) | (i # 1) = /= = 6/9.
Therefore,

Ex(s| (i #1),r) = (1/9(-1-14+3a)+ (1/9(—1+a— 1+ 2a)
+ (1/9(-1+2a—1+a)+ (6/9(—1+3a+c)
= (1/3)(%9a + 2¢c — 4),

and the maximum expected payoff of following any other stragggivenr,
is 5cif s'(h,n) = A, and(1/3)(9a + 2c — 4) if s'(h, n) = F. The assumptions
7a > 15c 4+ 8 andc > —1 imply (1/3)(%9a + 2¢c — 4) > 5c. Therefore Emx (s |

(i # 1,r) > Ex(s | (i # 1),r) for everys, which is the monopolist’s
sequential rationality at those information sets.

Suppose thah € H; and f(h) € {O, F}. If i was the entrant at = 1
(respectively, isthe entrantnovBr (s | (i = 1), n,r) = —1+3a(respectively,
Ex(s| (i = 2),r) = —1+ 3a), which by assumption is strictly larger than
4c. Therefore, by a similar argument used in the previous caben) = F
(respectivelys(h,i) = F) is optimal. Ifi has not decided yai > 2), the
relevant conditional probabilities are

. . 12/120 . . 12/120
p((,3) | (i >2) = 96/120 18, p((i,4 | (i >2)= 96/120= 1/8,
and
. . 72/120
Therefore,

Ex(s| (i >2),r) = (U8 (—-1—1+2a)+ (1/8)(-1+a—1+a)
+ (6/8)(—1+2a+c)
= (1/4(8a+ 3c —5),

and the maximum expected payoff of following any other stratggivenr,
is4cif s'(h,n) = A, and(1/4)(8a + 3c — 5) if s'(h, n) = F. The assumptions
7a > 15c + 8 andc > —1 imply (1/4)(8a + 3c — 5) > 4c. Therefore,En (s |
(i>2),r)>=En(| (i >2),r)foreverys.
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Suppose that € H, and f (h) € {O, F}. If i was the entrant &= 1 or at
t=2oristheentrantnowl <i <3),Ex(s| (1 <i <3),r)=-1+ 2a,
which by assumption is strictly larger thao. 3ences(h, n) = F(s(h,i) = F)
is optimal. Ifi has not decided yét > 3), the relevant conditional probabilities
arep((i,4) | (i > 3) = +2/2 = 1/7,andp((i,5) | (i > 3)) = L&/ = 6/7.
Therefore,

En(s| (i > 3),r) = (1/7)(—1-1+a)+(6/7)(—1+a+c) = (1/7)(7a+6c—8),

and the maximum expected payoff of following any other stragggivenr,
is if s'(h,n) = Aand(1/7)(7a + 6¢c — 8) if s'(h, n) = F. The assumptions
7a > 15c 4+ 8 andc > —1 imply (1/7)(7a + 6¢ — 8) > 3c. Therefore,En (s |
(i >3),r)>En(s| (@i > 3),r)foreverys.
Suppose thah € Hs, f(h) € {O, F} and playeri has already made his

decision(1 < i < 4). Then,En(s | 1 <i < 4),r) = —1+ a, which
by assumption is strictly larger tharc.2Hence,s(h,n) = F(s(h,i) = F) is
optimal.

For all remainingh € H, s(h, n) = Ais optimal, since itis a dominant action
and the monopolist can not avoid any entrance by fighting.

ResuLT5.1. Suppose that = 4,a > 3c+ 2, 19 + 9b < Oand p is the
uniform distribution Then there exists a set of beliefs B such th@ r), B) is
a sequential equilibrium

Proof. Consider a potential entrant The argument made in Result 1.1 can
be applied here, with the new interpretation of the probabiljtigs t | -, (s, 1)),
since strategies are the same. Therefore, the beliefs found there will also satis
consistency here. Singeis uniform, sequential rationality would follow, and
thus, at the information s, it is satisfied that

3
> pn,tyd + p(n, Hb = (16/64d + (14/64d + (12/64d + (6/64)b

t=1

(42/64d + (6/64b < O,

because 1@+ 9b < 0 implies 421 + 6b < 0. Moreover, at the information set
Fl

3
Z(t —1)p(n, t)d + 3p(n, 4)b = (14/64d + 2(12/64d + 3(6/64b
t=2
= (38/64d + (18/64b < 0,

since 1@ + 9b < 0. Finally, at the information sed, playern should enter
since, in the limit, the monopolist will accept the entrant.
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Consider now the monopolist. His relevant uncertainty, gitem), is which
period will be the last one. ForZ t < 4and(h, n) letq, (h, n) be the probability
that periodt will be the last one.

Suppose thdt € Ho( f (h) = O) andngotin. Theng(h, n) = p(n)/[ p(n)+
p(n-) + p(n--) + p(n--)] = 1/16, and similarlyg(h, n) = 3/16,q9s(h, n) =
6/16, andys(h, n) = 6/16. Therefore, sincé (h) = O, the expected payoff of
following strategys is

Ex(s|h,n,r) (1/16(=1) + (3/16(—1+ a) + (6/16)(—1 + 2a)

+ (6/16(—1+ 3a)
(33/16a — 1,

and the maximum expected payoff of following any other stratggivenr
is (1/16c + (3/16)2c + (6/16)3c + (6/16)4c = (49/16¢c if S'(h,n) = A and
(33/16a — 1 if s'(h, n) = F. However, since by assumpti@an> 3c + 2 and
c > —1,(33/16a — 1 > (49/16c¢ has to be satisfied, implying th& (s |
h,n,r) > Ex(s | h,n,r) for everys'.

Suppose thah € Hy, f(h) € {O, F}, andn € N(h) gotin. Letj be the
player that has already made his decision at period 1 (i..(if = O then
h = 0, and if f (h) = F thenh = F;). It follows that

p(jn)
h,n) = - - -
®M M = S pGn) 1 pGn
= 1/5, g3(h, n) = 2/5, andqg,(h, n) = 2/5.

Therefore, since (h) € {O, F}, the expected payoff of following the strategy
sis

Ex(s|h,n,r)=@1/5(-1)+2/5(—1+a)+ (2/5(—1+2a) = —1+(6/5a,

and the maximum expected payoff of following any other stratgégyiven
r, is (1/5c + (2/52c + (2/53c = (11/9c if s'(h,n) = A, and(6/5a — 1
if s'(h, n) = F. Nevertheless, since by assumpt@n- 3c + 2 andc > —1,
(6/5a—1 > (11/5chasto be satisfied, implying thBtr (s | h,n,r) > En (s |
h, n,r) for everys'.

Suppose that € H,, f(h) € {O, F}andn e N(h) gotin. Letj andk be the
players that have already made their decisions at period 1 and 2, respective
(i.e.,if f(h) = O thenh = O; O and if f (h) = F then eitheh = F; Oy, O Fy
or F; F). Then, fori # j, k, n, gs(h, n) = p(jkn)/[p(jkn) 4+ p(jkni)] = 1/2,
andas(h, n) = 1/2. Therefore, sincd (h) € {O, F}, the expected payoff of
following strategys is

Ex(s|h,nr) = (1/2)(-1) + (1/2(-1+a) = -1+ (1/2)a,
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and the maximum expected payoff of following any other stragggivenr,
is (1/2)¢c + (1/22c = (3/2cif S'(h,n) = Aand(l/2a— 1if S'(h,n) = F.
However, since by hypothesis> 3c+ 2, Ex(s | h,n,r) > Ex(s' | h,n,r)
for everys'.

For the remainindp the monopolist cannot avoid future entries, and therefore,
to play A is sequentially rational. m

ReEsuLT5.2. Suppose that = 4,a > 6¢c + 5, and p is the uniform distri-
bution Then there exists a set of beliefs B such thé, r), B) is a sequential
equilibrium

Proof. Arguments similar to the ones already used in Result 2.1 permit tc
obtain a set of consistent beliefs for the potential entrants as well as to show th
r satisfies sequential rationality.

Consider the monopolist. His relevant uncertainty, givem), is about how
many periods are left (including the current one). For 1 < 4 and(z, n) let
g:(z, n) be the probability that there ateeriods left.

If z = O, for every 1< n < 4 and every 1< t < 4, the conditional
probabilities areq; (O, n) = ;. Therefore, the expected payoff of following
strategys is

Enx(S|zn,r) = (1/16(-1) + (3/16(—1+a) + (6/16)(—1 + 2a)
+ (6/16(—1+ 3a)
= (33/16a—1,

and the maximum expected payoff of following any other strat&ggivenr,
is (1/16)c + (3/16)2c + (6/16)3c + (6/164c = (49/16¢c if §(z,n) = A, and
(33/16a — 1 if §(z,n) = F. Nevertheless, since by assumpten- 6¢ + 5,
(33/16a — 1 > (49/16c¢ has to be satisfied, implying th&z(§ | z, n,r) >
Ex(§ | z, n,r) for every§.

If zis a sequence of B’s for exampleF; F;, then

ql(z’ n | (§m9 rm))
e3(1—em)?p(jn) + &3 (1 — em)*[p(kijn) + p(ikjn) + p(ijkn)]
e3(1—em)?p(jn) + &3 (1 — em)’[p(kijn) + p(ikjn) + pajkn)]
+&3.(1 — em)?p(ijnk)

which converges to 4/5 as, tends to zero. Therefore, the expected payoff of
following strategys is

Ex(8|zn,r)=4/5(-1) + 1/5(-1+a) = (1/5a— 1,

and the maximum expected payoff of following any other stra&ggivenr,
is (4/5 ¢ + (1/52c = (6/5cif §(z,n) = A, and(1/5a—-1if §(z,n) = F.
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But, since by assumptica > 6¢ + 5, (1/5a — 1 > (6/5)c has to be satisfied,
implying thatEx (8| z,n,r) > Ex(§8 | z, n, r) for everys§.

Ifz= Ifi , then, withe,, as common probability of mistakey,(z, n | (8™, r™)),
g2(z,n | (8™, r™) andgz(z,n | (8™, r™)) converge to 9/14, 4/14, and 1/14,
respectively. Therefore, the expected payoff of following strategy

Ex(§|zn,r) = (9/14(—1)+(4/14(—1+a)+(1/14(—1+2a) = (6/14a-1,

and the maximum expected payoff of following any other straggyivenr, is
(9/14)c + (4/1%2c + (1/143c = (20/14cif §(z,n) = A, and(6/1da — 1 if
§(z,n) = F. Still, since by assumptioa > 6¢c + 5, (6/14a — 1 > (20/14c
has to be satisfied, implying th&z (5| z, n,r) > Ex(§ | z, n,r) for every§.

If zis a sequence ofB’s, thengs(z, n) = 1. Thisimplies thais sequentially
rational since(z, n) = A is strictly dominant action.

Finally, if z has at least ond, to play A is also a strictly dominant action.
Therefore§ is sequentially rational. =

REFERENCES

FUDENBERG, D., AND MASKIN, E. (1986). “The Folk Theorem in Repeated Games with Discounting
or with Incomplete Information,Econometriceb4, 533-556.

HARSANYI, J. (1967-1968). “Games with Incomplete Information Played by Bayesian Players, I, I
11I,” Managerial Sci, 14, 159-182, 320-334, 486-502.

KREPS D., AND WILSON, R. (1982a). “Reputation and Imperfect Informatiodgurnal of Economic
Theory27, 253-279.

KREPS D., AND WILSON, R. (1982b) “Sequential Equilibriaconometricéb0, 863—-894.

MILGROM, P.,AND ROBERTS J. (1982). “Predation, Reputation, and Entry Deterrent&ton Theory
27,280-312.

SELTEN, R. (1975). “Reexamination of the Perfectness Concept for Equilibrium Points in Extensiv
Games,Int. J. Game Theory, 25-55.

SELTEN, R. (1978). “The Chain-Store ParadoXheory Decisior9, 127-159.



